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Abstract

In this paper the generalization of the separability property of theH1/2 seminorm is given for the
boundary of convex polyhedral domains. Using this property, theH1/2 seminorm on the surfaces of
three-dimensional bounded domains can be represented as a simple circulant sparse matrix, which
contains onlyO(N log(N)) nonzero entries, whereN denotes the number of unknowns.

1 Introduction

Let Ω ∈ R3 a given bounded domain. The separability property of theH1/2 seminorm on the boundary
∂Ω means that it is spectrally equivalent to the sum of the ’partial’ seminorms corresponding to the
directionsx,y andz, that is

C1· | f |2H1/2(∂Ω)≤
∑

p∈{x,y,z}
| f |2

H
1/2
p (∂Ω)

≤ C2· | f |2H1/2(∂Ω)

whereC1 andC2 are positive constants independent off .
This property was proved at first in the case of hypercubes (cf. Lemma 5.3 in [14] or [5]). A

different proof for general rectangular domains and its discrete counterpart in the space of bilinear finite
elements have been given in [10]. The generalization of the property to triangular domains and its discrete
equivalent in the space of linear finite elements have been discussed in [11].

The purpose of this paper is to give the generlization of this property to a wide class of convex
polyhedral domains. The proof is based on a special covering of the convex domains and the application
of the separability property on convex poligonal domains proved in [12].

The matrix representations of theH1/2 seminorm are efficient preconditioners for elliptic problems
and boundary integral equations of first kind. Numerous papers are devoted to this topic, see for example
[1, 3, 4, 5, 6, 7, 8, 13, 16].

By the use of the separability property, theH1/2 seminorm can be represented as a sum of one-
dimensional seminorms in finite element spaces. Hence theH1/2 seminorm on the surfaces of three-
dimensional bounded domains can be represented as a simple sparse circulant matrix, which contains
only O(N log(N)) nonzero entries, whereN denotes the number of unknowns. The construction of
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this matrix representation and its application as a Schur complement preconditioner in the case of brick
shaped and tetrahedral domains are discussed in [10] and [11], respectively. The presented generalization
of the separabiliy property of theH1/2 seminorm allows to generalize this preconditioner construction
to the boundary of a wide class of convex polyhedral domains.

2 The Separability Property

Let ∂Ω denote the boundary of a given bounded convex polyhedron shaped domain. Define the ’main’
directional unit vectors

v1 = (1, 0, 0)T , v2 = (0, 1, 0)T , v3 = (0, 0, 1)T ,
v4 = (−1, 0, 0)T , v5 = (0,−1, 0)T , v6 = (0, 0,−1)T ,

which are parallel to the coordinate axes and the ’supplementary’ directional unit vectors

v7 =
(

1√
2
, 1√

2
, 0
)T

, v8 =
(

1√
2
, 0, 1√

2

)T
, v9 =

(
0, 1√

2
, 1√

2

)T
,

v10 =
(
− 1√

2
,− 1√

2
, 0
)T

, v11 =
(
− 1√

2
, 0,− 1√

2

)T
, v12 =

(
0,− 1√

2
,− 1√

2

)T
,

v13 =
(

1√
2
,− 1√

2
, 0
)T

, v14 =
(

1√
2
, 0,− 1√

2

)T
, v15 =

(
0, 1√

2
,− 1√

2

)T
,

v16 =
(
− 1√

2
, 1√

2
, 0
)T

, v17 =
(
− 1√

2
, 0, 1√

2

)T
, v18 =

(
0,− 1√

2
, 1√

2

)T
.
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Assume thatΩ is not transparent and let∂Ωi denote that set of points of∂Ω which are visible from
the directionvi. So we get the covering

∂Ω = ∪18
i=1∂Ωi (1)

of ∂Ω.
For the sake of simplicity of the notations, some index sets are introduced. These sets are given in

chart form and reviewed now.
The index setI contains the indices of the unit vectorsvi defined above.

I = i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 (2)

We introduce local coordinate systems on the sets∂Ωi (i ∈ I) determined by the basis vectors
vi, vj , vk. Iloc denotes the set of the indices of these basis vectors.

Iloc =
i 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
j 2 1 1 2 1 1 3 2 1 3 2 1 3 2 1 3 2 1
k 3 3 2 3 3 2 13 14 15 13 14 15 7 8 9 7 8 9

(3)

The elements ofIx are the indices of these vectorsvi which are perpendicular to the axisx (See
Figure 2.). Iloc,x contains the indices of the basis vectors belonging to the local coordinate systems
introduced on the sets∂Ωi (i ∈ Ix), where the componentsj andk are ordered so thatvj is the direction
of the axisx. The setsIy, Iloc,y andIz, Iloc,z are defined analogously.
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Figure 2.

Ix = i 2 9 3 18 5 12 6 15 , Iloc,x =
i 2 9 3 18 5 12 6 15
j 1 1 1 1 1 1 1 1
k 3 15 2 9 3 15 2 9

(4)

Iy = i 1 8 3 17 4 11 6 14 , Iloc,y =
i 1 8 3 17 4 11 6 14
j 2 2 2 2 2 2 2 2
k 3 14 1 8 3 14 1 8

(5)

Iz = i 1 7 2 16 4 10 5 13 , Iloc,z =
i 1 7 2 16 4 10 5 13
j 3 3 3 3 3 3 3 3
k 2 13 1 7 2 13 1 7

(6)

The sets∂Ωi (i ∈ Ip) give a covering of∂Ω around the axisp (p ∈ {x, y, z}). The index setsInebo,x,
Inebo,y and Inebo,z are used to make the ’redundant’ partial seminorms ’disappear’. These index sets
contain the indices of the ’supplementary’ directions and their left and right neighbours belonging to the
covering of∂Ω around the coordinate axes. The elements ofInebo,p (p ∈ {x, y, z}), that is the indices of
the leftvj and the rightvk neighbour of the ’supplementary’ directionvi can be read easily from Figure
2.

Inebo,x =
i 9 18 12 15
l 2 3 5 6
r 3 5 6 2

, Inebo,y =
i 8 17 11 14
l 1 3 4 6
r 3 4 6 1

, Inebo,z =
i 7 16 10 13
l 1 2 4 5
r 2 4 5 1

(7)

The proof of the separability theorem needs projections. We introduce and investigate these projec-
tions in next.

Let us write the points of∂Ωi (i ∈ I) in the local coordinate systemvi, vj , vk determined by the
indices(i, j, k) ∈ Iloc into the form

x = αvi + βvj + γvk ∀x ∈ ∂Ωi (8)

and define the projectionsPi : ∂Ωi → R2,

Pi(x) = (β, γ)T , ∀x ∈ ∂Ωi. (9)

Introduce the image sets

Pi(∂Ωi) =
{
Pi(x) ∈ R2 | x ∈ ∂Ωi

}
, (i ∈ I), (10)

Pi(∂Ωi ∩ ∂Ωl) =
{
Pi(x) ∈ R2 | x ∈ ∂Ωi ∩ ∂Ωl

}
, (11)

and
Pi(∂Ωi ∩ ∂Ωr) =

{
Pi(x) ∈ R2 | x ∈ ∂Ωi ∩ ∂Ωr

}
, (12)

(i, l, r) ∈ Inebo,x ∪ Inebo,y ∪ Inebo,x and their normal domain forms

Pi(∂Ωq) =
{

(β, γ)T ∈ R2 | β̌q ≤ β ≤ β̂q andϕ̌q(β) ≤ γ ≤ ϕ̂q(β)
}

= (13)
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=
{

(β, γ)T ∈ R2 | γ̌q ≤ γ ≤ γ̂q andψ̌q(γ) ≤ β ≤ ψ̂q(γ)
}
,

where we used the notation

∂Ωq =


∂Ωi if q = i
∂Ωi ∩ Ωl if q = i, l
∂Ωi ∩ Ωr if q = i, r

.

The proof of the three-dimensional separability property is based on the application of its two-
dimensional counterpart [12]. For the application of this two-dimensional counterpart we must assume
that the setsPi(∂Ωq) satisfy the condition

A1 : ϕ̌q(β1) ≤ ϕ̂q(β2), ∀β1, β2 ∈ [β̌q, β̂q], (14)

or
A2 : ψ̌q(γ1) ≤ ψ̂q(γ2), ∀γ1, γ2 ∈ [γ̌q, γ̂q]. (15)

The properties of the setsΩi and the projectionsPi used subsequently are summarized into the
following lemma.

Lemma 2.1 The sets∂Ωi (i ∈ I) can be written into the form

∂Ωi =
{
α(β, γ)vi + βvj + γvk | (β, γ) ∈ Pi(∂Ωi)

}
(16)

and hence the projectionsPi are invertible.
The coordinateα as a function of the coordinatesβ andγ is piecewise continuously differentiable,

and there exists positive constantC1 such that

||| ∇α(β, γ) |||≤ C1 (17)

for almost every(β, γ) ∈ Pi(∂Ωi), where

||| ∇α(β, γ) |||= max
|b|2+|c|2=1, b,c∈R

| ∂α
∂β

(β, γ) · b+
∂α

∂γ
(β, γ) · c |

Proof: The first statement of the lemma is a straightforward consequence of the definitions of the sets
∂Ωi and the projectionsPi.

SinceΩ is a polyhedron-shaped domain, the functionα(β, γ) is piecewise linear. Henceα(β, γ) is
piecewise continuously differentiable and the second statement of the lemma holds.

The formulation of the three-dimensional separability property needs the introduction of the follow-
ing seminorms on the sets∂Ω̃ ∈ {∂Ω, ∂Ωq}:

TheH1/2 seminorm is defined in the usual way by the formula

| f |2
H1/2(∂Ω̃)

=
∫
∂Ω̃

∫
∂Ω̃

| f(x)− f(y) |2

‖x− y‖3
ds(y)ds(x), (18)

wheres(·) is the area on∂Ω̃ and

‖x− y‖ =
(
(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2

)1/2

denotes the three-dimensional euclidean distance.

The ’partial’ seminorm belonging to the directionx is defined by the expression

| f |2
H

1/2
x (∂Ω̃)

= (19)



Submitted to HEJ. Manuscript no.: ANM-010227-A 5

∫ xmax

xmin

∫
∂Ωx

∫
∂Ω̃x

| f(x, y1, z1)− f(x, y2, z2) |2

| (y1 − y2)2 + (z1 − z2)2 |
dsx(y2, z2)dsx(y1, z1)dx,

where
xmin = min

(x̃,ỹ,z̃)T∈∂Ω̃
x̃, xmax = max

(x̃,ỹ,z̃)T∈∂Ω̃
x̃,

∂Ω̃x =
{

(x̃, ỹ, z̃)T ∈ ∂Ω̃ | x̃ = x
}

andsx(.) is the arclength on∂Ω̃x.
The seminorms belonging to the directionsy andz are defined analogously by the formulas

| f |2
H

1/2
y (∂Ω̃)

= (20)

∫ ymax

ymin

∫
∂Ω̃y

∫
∂Ω̃y

| f(x1, y, z1)− f(x2, y, z2) |2

| (x1 − x2)2 + (z1 − z2)2 |
dsy(x2, z2)dsy(x1, z1)dy,

and
| f |2

H
1/2
z (∂Ω̃)

= (21)∫ zmax

zmin

∫
∂Ω̃z

∫
∂Ω̃z

| f(x1, y1, z)− f(x2, y2, z) |2

| (x1 − x2)2 + (y1 − y2)2 |
dsz(x2, y2)dsz(x1, y1)dz.

The three-dimensional separability property can be formulated as follows:

Theorem 2.2 Let Ω be a bounded convex polyhedron-shaped domain. Assume that eachPi(∂Ωq) de-
fined previously satisfies the conditionA1 or A2 and there exist positive constantsC21 andC22 indepen-
dent off , such that

C21· | f |2H1/2(∂Ω)≤
∑
i∈I
| f |2H1/2(∂Ωi)

≤ C22· | f |2H1/2(∂Ω) (22)

for all f ∈ H1/2(∂Ω),

C21· | f |2
H

1/2
p (∂Ω)

≤
∑
i∈Ip
| f |2

H
1/2
p (∂Ωi)

≤ C22· | f |2
H

1/2
p (∂Ω)

(23)

for all f ∈ H1/2
p (∂Ω) andp ∈ {x, y, z}.

Then there exist positive constantsC23 andC24 independent off such that

C23· | f |2H1/2(∂Ω)≤
∑

p∈{x,y,z}
| f |2

H
1/2
p (∂Ω)

≤ C24· | f |2H1/2(∂Ω) (24)

for all f ∈ H1/2(∂Ω).

Due to the condition of the theorem concerning the covering of∂Ω the proof of the equivalence of the
seminormH1/2(∂Ω) and the ’partial’ seminormsH1/2

p (∂Ω) (p ∈ {x, y, z}) can be reduced to the proof

of the equivalence of theH1/2(∂Ωi) seminorm and the ’partial’ seminormsH1/2
p (∂Ωi) (p ∈ {x, y, z}).

Define the seminorms
| f |2H1/2(Pi(∂Ωq))

= (25)∫
Pi(∂Ωq)

∫
Pi(∂Ωq)

| f(P−1
i (β1, γ1))− f(P−1

i (β2, γ2)) |2

| (β1 − β2)2 + (γ1 − γ2)2 |3/2
dγ2dβ2dγ1dβ1,
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and
| f |2

H
1/2
jk

(Pi(∂Ωq))
= (26)

∫ β̂q

β̌q

∫ ϕ̂q(β)

ϕ̌q(β)

∫ ϕ̂q(β)

ϕ̌q(β)

| f(P−1
i (β, γ1))− f(P−1

i (β, γ2)) |2

| γ1 − γ2 |2
dγ2dγ1dβ,

| f |2
H

1/2
kj

(Pi(∂Ωq))
= (27)

∫ γ̂q

γ̌q

∫ ψ̂q(γ)

ψ̌q(γ)

∫ ψ̂q(γ)

ψ̌q(γ)

| f(P−1
i (β1, γ))− f(P−1

i (β2, γ)) |2

| β1 − β2 |2
dβ2dβ1dγ

on the setsPi(∂Ωq).
By the use of the next lemma the proof of the equivalence of theH1/2(∂Ωi) seminorm and the

’partial’ seminormsH1/2
p (∂Ωi) (p ∈ {x, y, z}) can be simplified to the proof of the equivalence of the

just intruducedH1/2(Pi(∂Ωi)) seminorm and ’partial’ seminormsH1/2
jk (Pi(∂Ωi)) andH1/2

kj (Pi(∂Ωi)).

Lemma 2.3 Under the hypotheses of the theorem there exist positive constantsC31 andC32 independent
of f , such that

C31· | f |2H1/2(∂Ωi)
≤ | f |2H1/2(Pi(∂Ωi))

≤ C32· | f |2H1/2(∂Ωi)
(28)

for all i ∈ I,

C31· | f |2H1/2(∂Ωq)
≤ | f |2H1/2(Pi(∂Ωq))

≤ C32· | f |2H1/2(∂Ωq) (29)

for all (i, l, r) ∈ Inebo,x ∪ Inebo,y ∪ Inebo,z, whereq ∈ {(i, l), (i, r)}, and

C31· | f |2
H

1/2
p (∂Ωi)

≤ | f |2
H

1/2
jk

(Pi(∂Ωi))
≤ C32· | f |2

H
1/2
p (∂Ωi)

(30)

for all i ∈ Ip és(i, j, k) ∈ Iloc,p andp ∈ {x, y, z}.

Proof: We prove only the first equivalence, the others can be verified analogously.

Let us consider the equivalent form

| f |2H1/2(∂Ωi)
=

∫
Pi(∂Ωi)

∫
Pi(∂Ωi)

| f(P−1
i (β1, γ1))− f(P−1

i (β2, γ2)) |2

‖P−1
i (β1, γ1)− P−1

i (β2, γ2)‖3
ds(P−1

i (β2, γ2))ds(P−1
i (β1, γ1))

of | f |2
H1/2(∂Ωi)

, where

‖P−1
i (β1, γ1)− P−1

i (β2, γ2)‖2 = (α(β1, γ1)− α(β2, γ2))2 + (β1 − β2)2 + (γ1 − γ1)2

and

ds(P−1
i (βl, γl)) =

(
1 +

(
∂α

∂β

)2

(βl, γl) +
(
∂α

∂γ

)2

(βl, γl)

)1/2

dγldβl, (l = 1, 2).

According to Lemma 2.1 there holds||| ∇α(βl, γl) |||≤ C1 for almost every(βl, γl) ∈ Pi(Ωi), and
thus the previous two terms can be estimated as(

(β1 − β2)2 + (γ1 − γ1)2
)
≤

≤ ‖P−1
i (β1, γ1)− P−1

i (β2, γ2)‖2 ≤
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≤ (1 + C2
1 )((β1 − β2)2 + (γ1 − γ1)2)

and
1dγldβl ≤ ds(P−1

i (βl, γl)) ≤ (1 + 2 · C2
1 )1/2dγldβl.

So the statement of the lemma holds with the choiceC31 = 1
(1+2·C2

1 )
andC32 = (1 + C2

1 )3/2.

Since the two-dimensional setsPi(∂Ωq) satisfy the conditionA1 or A2, we can apply the two-
dimensional separability theorem [12], and we get the following equivalence between the seminorms
defined on the setsPi(∂Ωq):

Lemma 2.4 Under the hypotheses of the theorem there exist positive constantsC41 andC42 independent
of f such that

C41· | f |2H1/2(Pi(∂Ωi))
≤| f |2

H
1/2
jk

(Pi(∂Ωi))
+ | f |2

H
1/2
kj

(Pi(∂Ωi))
≤ C42· | f |2H1/2(Pi(∂Ωi))

(31)

for all i ∈ I és(i, j, k) ∈ Iloc, moreover

C41· | f |2H1/2(Pi(∂Ωq))
≤| f |2

H
1/2
jk

(Pi(∂Ωq))
+ | f |2

H
1/2
kj

(Pi(∂Ωq))
≤ C42· | f |2H1/2(Pi(∂Ωq))

(32)

for all (i, l, r) ∈ Inebo,x ∪ Inebo,y ∪ Inebo,z and(i, j, k) ∈ Iloc, whereq ∈ {(i, l), (i, r)}.

The next lemma serves for the ’disappearing’ of the ’redundant’ partial seminorms.

Lemma 2.5 Under the hypotheses of the theorem there exists a positive constantC5 independent off
such that

| f |2
H

1/2
kj

(Pi(∂Ωi))
≤ (33)

≤ C5 ·
(
| f |2

H
1/2
mn (Pl(∂Ωl))

+ | f |2
H

1/2
nm (Pl(∂Ωl))

+ | f |2
H

1/2
st (Pr(∂Ωr))

+ | f |2
H

1/2
ts (Pr(∂Ωr))

)
for all (i, l, r) ∈ Inebo,p, (i, j, k), (l,m, n), (r, s, t) ∈ Iloc,p andp ∈ {x, y, z}.

Proof: The definition of the sets∂Ωq implies that

∂Ωi ⊆ (∂Ωi ∩ ∂Ωl) ∪ (∂Ωi ∩ ∂Ωr) .

Hence
Pi(∂Ωi) ⊆ Pi(∂Ωi ∩ ∂Ωl) ∪ Pi(∂Ωi ∩ ∂Ωr)

and so
| f |2

H
1/2
kj

(Pi(∂Ωi))
≤| f |2

H
1/2
kj

(Pi(∂Ωi∩∂Ωl))
+ | f |2

H
1/2
kj

(Pi(∂Ωi∩∂Ωr))
= I1 + I2.

Apply Lemma 2.3 and Lemma 2.4 to the thermI1 to obtain

I1 ≤ C42· | f |2H1/2(Pi(∂Ωi∩∂Ωl))
≤ C32 · C42· | f |2H1/2(∂Ωi∩∂Ωl)

≤

≤ C32 · C42· | f |2H1/2(∂Ωl)
≤ C32 · C42

C31
· | f |2H1/2(Pl(∂Ωl))

≤

≤ C32 · C42

C31 · C41
·
(
| f |2

H
1/2
mn (Pl(∂Ωl))

+ | f |2
H

1/2
nm (Pl(∂Ωl))

)
The thermI2 can be estimated analogously:

I2 ≤
C32 · C42

C31 · C41
·
(
| f |2

H
1/2
st (Pr(∂Ωr))

+ | f |2
H

1/2
ts (Pr(∂Ωr))

)
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Hence the lemma holds with the choiceC5 = C32·C42
C31·C41

.

Proof of Theorem 2.2: During the proof of the theorem,D denote positive constants independent of
f .

Due to the covering condition of the theorem it is enough to prove the equivalence

D11 ·
∑
i∈I
| f |2H1/2(∂Ωi)

≤
∑

p∈{x,y,z}

∑
i∈Ip
| f |2

H
1/2
p (∂Ωi)

 ≤ D12 ·
∑
i∈I
| f |2H1/2(∂Ωi)

.

Applying Lemma 2.3 this can be reduced to proof of the equivalence

D21 ·
∑
i∈I
| f |2H1/2(Pi(∂Ωi))

≤

≤
∑

p∈{x,y,z}

 ∑
(i,j,k)∈Iloc,p

| f |2
H

1/2
jk

(Pi(∂Ωi))

 ≤
≤ D22 ·

∑
i∈I
| f |2H1/2(Pi(∂Ωi))

.

Using Lemma 2.3 our proof can be simplified to verify the equivalence

D31 ·
∑

(i,j,k)∈Iloc

(
| f |2

H
1/2
jk

(Pi(∂Ωi))
+ | f |2

H
1/2
kj

(Pi(∂Ωi))

)
≤

≤
∑

p∈{x,y,z}

 ∑
(i,j,k)∈Iloc,p

| f |2
H

1/2
jk

(Pi(∂Ωi))

 ≤
≤ D32 ·

∑
(i,j,k)∈Iloc

(
| f |2

H
1/2
jk

(Pi(∂Ωi))
+ | f |2

H
1/2
kj

(Pi(∂Ωi))

)
.

Taking into account the identity∑
(i,j,k)∈Iloc

(
| f |2

H
1/2
jk

(Pi(∂Ωi))
+ | f |2

H
1/2
kj

(Pi(∂Ωi))

)
=

=
∑

p∈{x,y,z}

 ∑
(i,j,k)∈Iloc,p

| f |2
H

1/2
jk

(Pi(∂Ωi))

+

+
∑

p∈{x,y,z}

 ∑
(i,l,r)∈Inebo,p,(i,j,k)∈Iloc,p

| f |2
H

1/2
kj

(Pi(∂Ωi))


and the definitions ofIloc,p andInebo,p, the previous equivalence follows from the estimation

∑
p∈{x,y,z}

 ∑
(i,l,r)∈Inebo,p,(i,j,k)∈Iloc,p

| f |2
H

1/2
kj

(Pi(∂Ωi))

 ≤

≤ C5 ·
∑

p∈{x,y,z}

 ∑
(i,l,r)∈Inebo,p,(l,m,n)∈Iloc,p

(
| f |2

H
1/2
mn (Pl(∂Ωl))

+ | f |2
H

1/2
nm (Pl(∂Ωl))

)+

+C5 ·
∑

p∈{x,y,z}

 ∑
(i,l,r)∈Inebo,p,(r,s,t)∈Iloc,p

(
| f |2

H
1/2
st (Pr(∂Ωr))

+ | f |2
H

1/2
ts (Pr(∂Ωr))

) ≤
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≤ 2 · C5 ·
∑

p∈{x,y,z}

 ∑
(i,j,k)∈Iloc,p

| f |2
H

1/2
jk

(Pi(∂Ωi))

 ,
where we have applied Lemma 2.5.

The proof is complete.

Remark 2.6 The brick shaped domains satisfy the conditions of Theorem 2.2. For example in the case
of the unit cube the sets∂Ωi (i ∈ I) are the following:

∂Ωi = Qi, (i = 1, . . . , 6),

∂Ω7 = Q1 ∪Q2, ∂Ω8 = Q1 ∪Q3, ∂Ω9 = Q2 ∪Q3,
∂Ω10 = Q4 ∪Q5, ∂Ω11 = Q4 ∪Q6, ∂Ω12 = Q5 ∪Q6,
∂Ω13 = Q1 ∪Q5, ∂Ω14 = Q1 ∪Q6, ∂Ω15 = Q2 ∪Q6,
∂Ω16 = Q4 ∪Q2, ∂Ω17 = Q4 ∪Q3, ∂Ω18 = Q5 ∪Q2,

whereQi denote the faces

Q1 = {0} × [0, 1]× [0, 1], Q2 = [0, 1]× {0} × [0, 1], Q3 = [0, 1]× [0, 1]× {0},
Q4 = {1} × [0, 1]× [0, 1], Q5 = [0, 1]× {1} × [0, 1], Q6 = [0, 1]× [0, 1]× {1}

of the unit cube.

Theorem 2.2. can be applied only to a quite narrow class of polyhedrons. However the following
generalization allows to prove the separability property for a much wider class.

Theorem 2.7 Let Ω be a bounded convex polyhedron-shaped domain. Assume that to the ’main’ direc-
tionsvi (i = 1, . . . , 6) there can be given such ’supplementary’ directions

vi = λil · vl + λir · vr, ∀(i, l, r) ∈ Inebo,x ∪ Inebo,y ∪ Inebo,z, (34)

whereλi,l, λi,r > 0, λ2
i,l + λ2

i,r = 1, that the suitable chosen sets∂Ω̃i ⊆ ∂Ωi (i ∈ I) satisfy the
conditions

∂Ω̃i ⊆ ∂Ω̃l ∪ ∂Ω̃r, ∀(i, l, r) ∈ Inebo,x ∪ Inebo,y ∪ Inebo,z, (35)

and for the setsPi(∂Ω̃q) the conditionA1 or A2 hold. Moreover assume that there exist positive con-
stantsC71 andC72 independent off such that

C71· | f |2H1/2(∂Ω)≤
∑
i∈I
| f |2H1/2(∂Ωi)

≤ C72· | f |2H1/2(∂Ω) (36)

for all f ∈ H1/2(∂Ω) and

C71· | f |2
H

1/2
p (∂Ω)

≤
∑
i∈Ip
| f |2

H
1/2
p (∂Ωi)

≤ C72· | f |2
H

1/2
p (∂Ω)

(37)

for all f ∈ H1/2
p (∂Ω) andp ∈ {x, y, z}.

Then there exist positive constantsC73 andC74 independent off , such that

C73· | f |2H1/2(∂Ω)≤
∑
i∈Ip
| f |2

H
1/2
p (∂Ωi)

≤ C74· | f |2H1/2(∂Ω) (38)

for all f ∈ H1/2(∂Ω).

The theorem can be proved analogously to Theorem 2.2.
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Remark 2.8 In the case of the tetrahedron

T =
{

(x, y, z) ∈ R3 | 0 ≤ x, y, z andx+ y + z ≤ 1
}

when the ’supplementary’ directions are chosen as

v7 =
(

1√
2
, 1√

2
, 0
)T

, v8 =
(

1√
2
, 0, 1√

2

)T
, v9 =

(
0, 1√

2
, 1√

2

)T
,

v10 =
(
− 1√

2
,− 1√

2
, 0
)T

, v11 =
(
− 1√

2
, 0,− 1√

2

)T
, v12 =

(
0,− 1√

2
,− 1√

2

)T
,

v13 =
(

1
2 ,−

√
3

2 , 0
)T

, v14 =
(

1
2 , 0,−

√
3

2

)T
, v15 =

(
0, 1

2 ,−
√

3
2

)T
,

v16 =
(
−
√

3
2 ,

1
2 , 0
)T

, v17 =
(
−
√

3
2 , 0,

1
2

)T
, v18 =

(
0,−

√
3

2 ,
1
2

)T
the sets∂Ωi (i ∈ I) are the following:

∂Ωi = Ti, (i = 1, 2, 3), ∂Ωi = T4, (i = 4, 5, 6, 10, 11, 12),

∂Ω7 = T1 ∪ T2, ∂Ω8 = T1 ∪ T3, ∂Ω9 = T2 ∪ T3,

∂Ω13 = T1 ∪ T4, ∂Ω14 = T1 ∪ T4, ∂Ω15 = T2 ∪ T4,

∂Ω16 = T2 ∪ T4, ∂Ω17 = T3 ∪ T4, ∂Ω18 = T3 ∪ T4,

whereTi denote the faces

T1 = {(0, y, z) | 0 ≤ y ≤ 1 and0 ≤ z ≤ 1− y} ,

T2 = {(x, 0, z) | 0 ≤ x ≤ 1 and0 ≤ z ≤ 1− x} ,

T3 = {(x, y, 0) | 0 ≤ x ≤ 1 and0 ≤ y ≤ 1− x} ,

T4 = {(x, y, z) | 0 ≤ x, y, z andx+ y + z = 1}

of T .
It can be verified by straightforward computation that the choice of the sets∂Ω̃i = ∂Ωi satisfies the

conditions of Theorem 2.7 and thus theH1/2 seminorm is separable onT .

Remark 2.9 It is easy to check that in the case of ’egg’ shaped polyhedrons and its halfs and quarters
the conditions of the previous theorem holds. The conditions of the theorems holds in the case of the
convex polygon based prisms. We note that in domain decomposition methods it is easy to decompose
the bounded domains into such type of subdomains.
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