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Abstract

The Taylor series method is one of the earliest analytic-numeric algorithms for
approximate solution of initial value problems for ordinary differential equations.
Currently this algorithm is not applied frequently. This is because when one solves
systems of ordinary differential equations, calculating the higher order derivatives
formally is an over-elaborate task, this is true even if one uses the computer algebraic
systems such as MATHEMATICA or MAPLEV. The other reason is that only the
explicit versions of this algorithm are known. The main idea of the rehabilitation of
these algorithms is based on the approximate calculation of higher derivatives us-
ing well-known technique for the partial differential equations. In some cases such
algorithms will be much more complicated than a R-K methods, because it will re-
quire more function evaluation than well-known classical algorithms. However these
evaluations can be accomplished fully parallel and the coefficients of truncated Tay-
lor series can be calculated with matrix-vector operations. For large systems these
operations suit for the parallel computers. These algorithms have several advanta-
geous properties over the widely used classical methods. The approximate solution
is given as a piecewise polynomial function defined on the subintervals of the whole
interval and the local error of this solution at the interior points of the subinterval
is less than that one at the end point. This property offers different facility for
adaptive error control. We remark that for the explicit Taylor series methods is
possible to give its implicit extension. Using the fact, that the approximate solution
is a continuous function, (in the case of implicit version it is a continuously differ-
entiable function), adaptive examination and control of some qualitative properties
of algorithms will be more simple than the case when the approximate solution are
given only at discrete grid points. This paper describes several above-mentioned
algorithms and examines its consistency and stability properties. It demonstrates
some numerical test results for systems of equations herewith we attempt to prove
the efficiency of these new-old algorithms.
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1 Introduction

The Taylor series algorithm is one of the earliest algorithms for the approximate solution
for initial value problems for ordinary differential equations. Newton used it in his calcu-
lation [1] and Euler describe it in his work [2]. Since then one can find many mentions of
it such as J. Liouville [3], G. Peano [4], E. Picard [5]. Many authors have furter developed
this algorithm, see for example A. Gibbons [12] and R. E. Moore [13]. The basic idea of
these developments was the recursive calculation of the coefficients of the Taylor series.

Modern numerical algorithms for the solution of ordinary differential equations are
also based on the method of the Taylor series. Each algorithm, such as the Runge-Kutta
or the multistep methods are constructed so that they give an expression depending on
a parameter (h) called step size as an approximate solution and the first terms of the
Taylor series of this expression must be identical with the terms of the Taylor series of
the exact solution. These are the consistency and the order conditions for the algorithms.
These expressions potentially can be evaluated at any value of the parameter (h), but
practically the evaluation is realized only at grid points. Such algorithms give the value of
the approximate solution at grid points. For such algorithm main cost is the number of the
function evaluation. (Remark: some algorithm contains more than one parameter.) These
algorithms differ from others in its order, stability properties and its cost of realization.
The overview of the modern algorithms on can find in the monograph of E. Harier, S. P.
Norsett and G. Wanner [6] - [7]. A possible implicit extension of the Taylor series algorithm
is given in [9]. Actually, in the qualification of the algorithm become important their
quality properties such as conservativity, pozitivity preserving [8], monotonity preserving,
detecting and following the bifurcation etc.

By appearing the parallel computers as the complexity of algorithm new cost functions
must be defined because in this case the main goal is to minimize of the execution time
and not the number of function evaluations. From this point of view several variant of
the method of the Taylor series could be an effective algorithm.

One family of such algorithm can be derived from the classical method of the Taylor
series by approximating the derivatives in Taylor coefficients with numerical derivatives.

1.1 Formulation of the problem

The problems to be solved are as follows:

y
′
(x) = f(x, y(x)), y(x0) = y0, (1)

where x ∈ [x0,x0 + T ], y(x) = [y1(x), y2(x), ..., yn(x)] : R → Rn,
yi(x) ∈ Cp+1([x0, x0 + T ]), i = 1, ..., n for a given p and
f(x, y(x)) = [f1(x, y(x)), f2(x, y(x)), ..., fn(x, y(x))]T .
Let us introduce the following notations:

Y (x) = [x, y1(x), ..., yn(x)]T , F (Y (x)) = [1, f1(Y (x)), ..., fn(Y (x))]T .

By this notation the equation (1) is as follows:

Y (x) = F (Y (x)), Y (x0) = [x0, y1(x0), y2(x0), ..., yn(x0)]
T . (2)
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Assume, that the functions fi(x, (y(x)), i = 1, ..., n are (p+1)-times continuously dif-
ferentiable functions with respect x. Then the method of the Taylor series is based on
the following Taylor’s series expansion of the solution. Using our compact notation the
Taylor series of the solution of (2) is:

Y (x0 + s) = Y (x0) + Y
′
(x0)s +

1

2!
Y

′′
(x0)s

2+

+
1

3!
Y

′′′

(x0)s
3 + ... +

1

(p + 1)!
Y (p+1)(x0 + Θs),

(3)

where Θ could be different for the components and the value of p might be chosen depend-
ing on the smoothness of the right hand side in (1) and the desired order of the method
to be obtained.

2 Numerical approximation of the derivatives

The main idea of the construction if the method of Taylor algorithm with numerical
derivatives is the numerical approximation of the derivatives Y (k)(x0),
k = 2, 3, 4, .... The first derivatives are given by the right hand side of (1), so its approxi-
mation is only an evaluation

2.1 Numerical approximation of the second derivatives

The second derivative of the right hand side of (2) called its Jacobian is:

Y
′′
(x0) = F

′
(x0) = [0, f

′

1(Y (x0)), ..., f
′

n(Y (x0))]
T =

= [0, (
∂f1(x0)

∂Y
, F (x0)), ..., (

∂fn(x0)

∂Y
, F (x0))]

T =
∂F

∂Y
F,

(4)

where the derivatives ∂fk(x0)
∂Y

, k = 1, 2, ..., n are to be approximated by numerical deriva-
tives.
Let us introduce the following notations:

F k,i(Y (x0)) = [1, f1(..., yk(x0) + ih, ...), ..., fn(..., yk(x0) + ih, ...)]T ,

k = 1, ..., n, i = 0,±1,±2, ...
(5)

where k = 0 means the first coordinate of the vector Y which is simply x and h > 0 is a
given small value.

The calculation of the values F k,i(Y (x0)) means the evaluation of the right hand side
of (2) at the given points. Using the finite difference formulae to approximate the first
derivatives we get that the following A, B, C, and D matrices approximate the generalized
Jacobi matrix of the right hand side of (2) with different degree of accuracy.
Let us define the A, B, C and D matrices by the following formulae:

A =
1

h

[(
F 0,1 − F 0,0

)
,
(
F 1,1 − F 1,0

)
, ...,

(
F n,1 − F n,0

)]
, (6)

B =
1

2h

[(
F 0,1 − F 0,−1

)
,
(
F 1,1 − F 1,−1

)
, ...,

(
F n,1 − F n,−1

)]
, (7)
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C =
1

6h
[
(
F 0,−2 − 6F 0,−1 + 3F 0,0 + 2F 0,1

)
, ...,(

F n,−2 − 6F n,−1 + 3F n,0 + 2F n,1
)
],

(8)

D =
1

12h
[
(
F 0,−2 − 8F 0,−1 + 8F 0,1 − F 0,2

)
, ...,(

F n,−2 − 8F n,−1 + 8F n,1 − F n,2
)
].

(9)

Lemma 1 (The order of accuracy of approximation.) Assume that every components of
the function F is five-times continuously differentiable with respect to all its variables in
some neighbourhood of x and yi(x), i = 1, 2, ..., n. Then the matrix A approximates
the generalized Jacobi matrix ∂F

∂Y
by first order degree of accuracy while the matrix B by

second order degree of accuracy, the matrix C by third order degree of accuracy and the
matrix D by fourth order degree of accuracy at the point x in the following sense

max
0≤i,j≤n

(|∂Fi

∂Yj

− Aij|) ≤ c1h, max
0≤i,j≤n

(|∂Fi

∂Yj

−Bij|) ≤ c2h
2, ...,

max
0≤i,j≤n

(|∂Fi

∂Yj

−Dij|) ≤ c4h
4,

where c1, c2, ..., c4 are constants not depending on the parameter h.
Proof. We only outline for the matrix A. For the other B, C and D matrices the

proof is similar. The expressions ∂Fi

∂Yj
denote the partial derivatives

∂fi(x, y1, y2, ..., yn)

∂yj

, i, j = 1, 2, ..., n and

Aij =
1

h
(fi(..., yj + h, ...)− fi(..., yj, ...)).

From this by the (6) we get that Aij = ∂fi(x,y1,y2,...,yn)
∂yj

+ cijh, i, j = 1, 2, ..., n.

Now we choose max
0≤i,j≤n

|cij| = c1, which gives the appropriate constant for the first inequal-

ity.

Remark 2 The different accuracy order approximations of the generalized Jacobi matrix
we need for construction of the different accuracy order numerical algorithm but for higher
order methods we have to approximate the higher order derivatives of the right hand side
of (2).

2.2 Numerical approximation of the third derivatives

The third derivative of the right hand side of (2) is the coefficient of the third term in the
Taylor’ expansion (3) is:

Y
′′′

= F
′′

= (
∂F

∂Y
F ) = (

∂2F

∂Y 2
FF ) +

∂F

∂Y
(
∂F

∂Y
F ). (10)



HEJ: ANM-030110-B 5

The second term in (10) can be approximated by using the matrices A, B, C and D. Our
task now is the construction of the approximation formulae for the first term. So we have
to give the approximate formulae for the bilinear form ∂2F

∂Y 2 .
Let us introduce the following notations:

fkl,ij = f(..., yk + ih, ..., yl + jh, ...), k, l = 1, ..., n, i, j = 0,±1,±2, ...

fkk,ii = f(..., yk + ih, ...), k = 1, ..., n, i = 0,±1,±2, ....

Let us define the matrices Gi and Hi as follows:

Gi =
1

2h2
[(F i0,10 − F i0,−10 − F i0,1−1 + F i0,−1−1), ...,

2(F ii,11 − 2F ii,11 + F ii,−1−1), ...,

(F i0,10 − F i0,−10 − F i0,1−1 + F i0,−1−1)], i = 1, 2, ..., n,

(11)

Hi =
1

4h2
[(F i0,11 − F i0,−11 − F i0,1−1 + F i0,−1−1), ...,

4(F ii,11 − 2F ii,00 + F ii,−1−1), ...,

(F in,11 − F in,−11 − F in,1−1 + F in,−1−1)], i = 1, 2, ...n.

(12)

Lemma 3 (The order of the approximation of the third order derivatives.) Assume,
that the conditions of the Lemma 1. are fulfilled. Then the matrices Gi, i = 1, 2, ..., n
approximate the generalized bilinear formula ∂2F

∂Y 2 by first order degree of accuracy while
the matrix Hi, i = 1, 2, ..., n by second order degree of accuracy at the point x in the
following sense:

(Gi)kl ≈
∂2fk

∂Yi∂Yl

, i, k, l = 1, 2, ..., n and max
0≤i,k,l≤n

|(Gi)kl −
∂2fk

∂Yi∂Yl

| ≤ c2h, (13)

where c2 > 0 is independent of h.
Proof. (schema) As we have seen before the elements (Gi)kl(Y ) approximate the

derivatives ∂2fk(Y )
∂Yi∂Yl

.

So describing the Taylor series of (Gi)kl(Y ) around the point Y we get: (Gi)kl =
∂2fk(Y )
∂Yi∂Yl

+ ciklh, where the values cikl are constants consisting from the sum of values of
third derivatives of fk taken from the h distance neighbourhood of Y . The appropriate
value for the Lemma 2 is c1 = maxi,k,l ‖cikl‖.

2.3 Numerical approximation of the fourth derivatives

The forth derivative of the solution vector Y is the third derivative of the right hand side
of (2). So we get:

Y IV = F
′′′

= (
∂2F

∂Y 2
FF )

′
+ ((

∂F

∂Y
)2F )

′
=

∂3F

∂Y 3
FFF +

∂2F

∂Y 2
(
∂F

∂Y
F )F+

+2(
∂2F

∂Y 2
F (

∂F

∂Y
F )) +

∂F

∂Y
(
∂2F

∂Y 2
FF ) + (

∂F

∂Y
)3F.

(14)
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The derivatives in three last term of (14) can be approximated by the matrices A, B, C,D,Gi and
Hi. Therefore we have to approximate the third derivative ∂3F

∂Y 3 which is a trilinear formula

consisting of the elements ∂fl

∂Yi∂Yj∂Yk
, i, j, k, l = 1, 2, ..., n. In order to approximate these

terms by finite difference method let us introduce the following notations:

f ijl,mnp
k (Y ) = fk(..., Yi + mh, ..., Yj + nh, ..., Yl + ph),

but with the convention that in the case of repeated indices is no multiple shift as it is
described by the next expression:

f iil,mmp
k (Y ) = fk(..., Yi + mh, ..., Yl + ph, ...) or f iii,mmm

k (..., Yi + mh, ...).

Using these notations the approximation of the trilinear formula in (15) can be built up
by the following matrices:

Tij =
1

h3
[(F ij0,000 − F ij0,001 − F ij0,0−10 + F ij0,0−11 + F ij0,1−10−

−F ij0,1−11 + F ij0,101 − F ij0,100)], ...,
1

h3
[(F ijn,000 − F ijn,001−

−F ijn,0−10 + F ijn,0−11 + F ijn,1−10 − F ijn,1−11+

+F ijn,101 − F ijn,100)], i, j = 0, 1, ...n,

(15)

but in the case of two repeated indices for example the term (Tij)j takes the form as
follows:

(Tij)j =
1

h3
(2F ijj,000 − F ijj,0−1−1 − F ijj,011 − 2F ijj,100 + F ijj,1−1−1 + F ijj,111),

and for three repeated indices we get:

(Tjj)j =
1

2h3
(−2F jjj,111 + F jjj,222 + 2F jjj,−1−1−1 − F jjj,−2−2−2).

We remark, that this formula approximate the appropriate terms of derivatives by second
order accuracy.

Lemma 4 Let the function F the right hand side of (2) be four times continuously dif-
ferentiable with respect Y . Then the trilinear form ∂3F

∂Y 3 can be approximated with first

order accuracy by the bilinear forms Tij, ij = 1, 2, ..., n and max
0≤i,j,k,l≤n

|(Tij)kl− ∂3F
∂Y 3 | ≤ c3h,

where c3 is not dependent on h.

Proof. (schema) The elements (Tij)kl approximate the derivative ∂3fl

∂Yi∂Yj∂Yk
. So,

describing the Taylor’s series expansion of (Tij)kl at the neighbourhood of Y we get:

(Tij)klY = ∂3fl

∂Yi∂Yj∂Yk
+ cijklh, where constants cijkl consist of some values of fourth order

derivatives of fl from the h radius neighbourhood of. The maximum of absolute value of
them will be the appropriate constant for c3.
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3 The methods of the Taylor series based on numer-

ical derivatives

By summarizing the results explained above we can construct some truncation of Taylor’s
series of the Y solution of (2) as an approximate solution at a given subinterval. The
basic idea of the construction is that the expressions (4), (10), (14) of the derivatives in
the truncation of Taylor’s expansion (3) are replaced by its approximations which will
be constructed by some combinations of the matrices (6)-(9), (11), (12), (15). This rich
collection of approximate matrices allows us to construct a big choice of explicit methods
of Taylor’s series such as first-, second-, third- and fourth order methods. The first order
method is the well known and fully examined Euler algorithm. Therefore we start with
the second order algorithm.

3.1 Methods of second order accuracy

Theorem 5 Let us assume, that the third derivatives of the solution of (1) are bounded

in the following sense: there exists such constant c1 > 0 that
∥∥∥∂2F

∂Y 2

∥∥∥ ≤ c1 and let h and s

be parameters satisfying the condition h ≤ s. Then the following expression gives a second
order explicit algorithm

Ŷ (xk + s) = Y (xk) + F (xk)s +
1

2
A(xk)F (xk)s

2. (16)

Another possible second order algorithms can be constructed by replacing matrix A(xn)
in (16) by the matrices B(xk), C(xk), or D(xk) defined by the expressions (7)-(9).

Proof. We have to prove, that the polynomial on the right hand side of (21) up to
second order is equal with the Taylor’s expansion given in (3). So if s is small enough

then
∥∥∥Y (xi + s)− Ŷ (xi + s)

∥∥∥ ≤ cs3, where c > 0 does not depend on s. By using the

Lemma 1. we get: ∥∥∥Y (xk + s)− Ŷ (xk + s)
∥∥∥ 5

5

∥∥∥∥ 1

2!
Y

′′
(xk)s

2 +
1

3!
Y

′′
(xk)s

3 + O(s4)− 1

2!

∂F

∂Y
(xk)F (xk)s

2 + O(s2h)

∥∥∥∥ 5

5

∥∥∥∥ 1

3!
Y

′′
(xk)s

3 + O(s4) + O(s2h)

∥∥∥∥ =
∥∥O(s3)

∥∥ 5 cs3.

Remark 6 For the algorithms obtained by replacing the matrix A(xk) with the matrices
given in (7)-(9) sufficient conditions are h2 ≤ s, h3 ≤ s or h4 ≤ s respectively because
the matrices B(xi), C(xi) or D(xi) have higher order approximation property for the
second derivatives of F . These algorithms will differ from the algorithm (16) in its main
term of error.
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3.2 Methods of third order accuracy

The third order Taylor’s series algorithms can be constructed by the matrices given in
(7)-(9) and (11), (12).

Theorem 7 Let assume, that the fourth order derivatives of the solution of (2) are

bounded, there exists such constant c2 > 0 that
∥∥∥∂3F

∂Y 3

∥∥∥ ≤ c2 and let h and s be parameters

satisfying the condition s ≤ h. Then the following expression gives a third order explicit
algorithm.

Ŷ (xk + s) = Y (xk) + F (xk)s +
1

2
B(xk)F (xk)s

2+

+
1

3!
{[(G0(xk)F (xk), F (xk)), (G1(xk)F (xk), F (xk)), ...,

(Gn(xk)F (xk), F (xk))]
T + B2(xk)F (xk)}s3,

(17)

where for the bilinear form G we gave the explicit form for calculation its value at the
point F (xk).

Remark 8 One could get further third order methods if in the expression (17) the ma-
trix B(xk) would be replaced by the matrices C(xk), or defined in (8) or the matrix
B2(xk) would be replaced by matrices C2(xk) or D2(xk) and the matrices Gi(xk), i =
1, 2, ..., n would be replaced by matrices Hi(xk), i = 1, 2, ..., n defined in (12).

Proof. We have to prove, that the polynomial on the right hand side of (17) up to
third order is equal with the Taylor’s expansion given in (3). So if s is small enough then:∥∥∥Y (xk + s)− Ỹ (xk + s)

∥∥∥ ≤ cs2, where the constant c > 0 is independent from s. Using

the results of Lemma 1., Lemma 2. and Theorem 1. we get:

||Y (xk + s)− Ỹ (xk + s)|| ≤

≤ || 1
3!

Y
III

(yk)s
3 +

1

4!
Y IV (xk)s

4 + O(s5)−

− 1

3!
[(

∂2F

∂Y 2
FF ) +

∂F

∂Y
(
∂F

∂Y
F )]s3 + O(s2h2) + O(s3h)|| ≤

≤ || 1
3!

Y IV (xk)s
4 + O(s5) + O(s2h2) + O(s3h)|| ≤ ‖O(s4)|| ≤ cs4.

(18)

Remark 9 If we consider the algorithms mentioned in Remark 2. in the Theorem 2. The
condition h2 < s will be the sufficient one. These algorithms differ from each other in the
main term of error.

3.3 Methods of fourth order accuracy

The fourth order Taylor’s series algorithms can be constructed by the matrices given in
(8),(9),(11),(12) and (15).
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Theorem 10 Let assume, that the fifth order derivatives of the solution of (1) are bounded,

there exists such c3 constant that
∥∥∥∂4F

∂Y 4

∥∥∥ ≤ c3 and let h and s be parameters satisfying the

condition h ≤ s. Then the following expression gives a fourth order explicit algorithm.

Ỹ (xk + s) = Y (xk) + F (xk)s +
1

2!
C(xk)F (xk)s

2+

+
1

3!
[H(xk)F (xk)F (xk) + C2(xk)F (xk)]s

3+

+
1

4!
[T (xk)F (xk)F (xk)F (xk) + H(xk)(C(xk)F (xk))F (xk)+

+2H(xk)F (xk)(C(xk)F (xk)) + C(xk)(H(xk)F (xk)F (xk))+

+C3(xk)F (xk)]s
4

(19)

Proof. We have to prove, that the polynomial on the right hand side of (19) up to
fourth order is equal with the Taylor’s expansion given in (3). So if s is small enough
then: ‖Y (xi + s)− Ỹ (xi + s)‖ ≤ cs3, where the constant c is independent from s. Using
the results of Lemma 1-3. and Theorem 1-2. we get:

||Y (xi + s)− Ỹ (xi + s)|| ≤ ||Y
IV (xi)

4!
+

Y V (xi)

5!
+ O(s6)−

− 1

4!
[T (xi)F (xi)F (xi)F (xi) + 2H(xi)(C

2(xi)F (xi)F (xi))+

+2C(xi)(H(xi)F (xi)F (xi)) + C3(xi)F (xi)]s
4 + O(s2h3 + s3h2 + s4h)|| ≤

≤ ||Y
V (xi)

5!
+ O(s6 + s2h3 + s3h2 + s4h)|| = ||O(s5)|| ≤ cs5,

which prove our theorem.

3.4 The stability analysis of the algorithms

The methods of Taylor’s series defined above belong to the family of the explicit one step
algorithms. General form of these algorithms can be given by the following formula

Ỹ (xn + s) = Ỹn + sΦ(xn, Ỹn; s), n = 1, 2, ...,

Y (x0) = [x0, y1(x0), ..., yn(x0)]
T ,

(20)

where

Φ(xn, Ỹn; s) = Y
′
(xn) +

1

2
Y

′′
(xn)s + ... +

1

p!
Y (p)(xn)s(p−1) + O(sp).

This is true, because we have proved that the algorithms defined above are p order consis-
tent methods for p = 4. We recall the well known theorem for the stability of the methods
given by formula (20) see [10]. This theorem says: the (p − 1) order algorithm given by
(20) is stable on the interval x ∈ [x0, x0 + T ] if F ∈ Cp([x0, x0 + T ] × Rn). So we can
formulate the following theorem.

Theorem 11 The algorithm given by formula (20) is consistent stable one step explicit
algorithm.
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Proof. The conditions sufficient for the theorem cited above are fulfilled, because at
the construction of approximate calculation of matrices we have supposed its fulfillment.

4 Computer implementation and test results

The algorithms proposed above can be regarded as analytic-numeric algorithms because
they define the approximate solution as a piecewise polynomial. Therefore we have decided
to realize these algorithms by using computer algebraic system, namely the MapleV. The
realization of the Taylor’s series algorithm for an equation by MapleV is not a complicated
task, therefore we have worked out an implementation for the system of equations.

4.1 The test problem

To test the efficiency of the proposed algorithm we used the following stiff initial value
problem arising from the biochemistry see [11].

dy1(t)

dt
=

1

α
(y1(t) + y2(t)− y1(t)y2(t)− qy2

1(t)),

dy2(t)

dt
= 2my3(t)− y2(t)− y1(t)y2(t),

dy3(t)

dt
=

1

r
(y1(t)− y3(t)), y1(0) = a, y2(0) = b, y3(0) = d.

Here α, m, q and r are some parameters, a, b and d are the initial values. For some
values of parameters this model has a periodic solution very sensitive for the parameter
values.

4.2 Automatic error control and numerical complexity

Usually the arithmetic complexity of the algorithms for numerical solution of the initial
value problems of ordinary differential equations measured by the number of function
evaluation by step. One of the advantage of the above proposed algorithms is that the
truncated Taylor’s series is obtained in explicit form in every subinterval. This is the main
point from which one can profit using MapleV. This property facilitate to investigate
several properties of the approximate solution such as the local error of approximate
solution for each component because the main term of the local error is known for example
in the form of ”- 1050.796332s3”, where s is the local time variable in a subinterval [xk, x].
So without any further calculation one can estimate the admissible step size to ensure the
prescribed local error for each component of the solution. Using this technique while we
apply these algorithms we get an automatic step size control algorithm too. One simple
step size control algorithm could be the following.

i) We chose an appropriate value of h.
ii) One give the admissible local error ε > 0 and choose the order p of the algorithm.

iii) From calculation the values ei =
∣∣∣y(p)

i (xk)
∣∣∣ , i = 1, 2, ..., n− 1, are known for every

k.
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iv) In the interval [xk, x] we calculate the value me = max(
1≤i≤n

∣∣∣y(p)
i (xn)

∣∣∣).
v) We chose such step size sk for which sk < p

√
ε

mek
and xk+1 = xk + sk.

vi) If h > sk than h := sk

2
, go to i).

So we can conclude, that for the adaptive step size control is not necessary further function
evaluation contrary to the Richardson extrapolation or embedded R-K algorithms. For
the algorithm (19) the number of function evaluations are 13n, where n is the number
of equations. These evaluations can be made fully parallel. We have to remark, that
the error control by Richardson extrapolation require 12 function evaluation for a fourth
order R-K method. In the case these extra evaluations are not needed.

Applying the Taylor’s series algorithm one can define another error indicator different
from above defined which can be used for the above step size control algorithm. This
error indicator can be constructed in the following way: the idea of the construction
is based on the fact, that the truncation of Taylor’s series of the solution, for example
ỹ(xk + s) = ỹ(xk) + ỹ′(xk)s + 1

2!
ỹ′′(xk)s

2 + 1
3!
ỹ′′′(xk)s

3 + 1
4!
ỹIV (xk)s

4 is defined on some
neighborhood of xk, so not only for the interval [xk, x] but for the [xk−1, xk] too. So the
truncated Taylor series can be evaluated easily at the grid points xk−1. If the last admitted
step size was not too large then |ỹ(xk − sk−1)− y(xk−1)| = δ must be such small as the
tolerance ε. If ε � δ, then the last admitted step sk−1 probably was too large.

Let the parameter values be as follows: α := 0.1; q := 0.01; m := 0.5; r := 1 and the
initial conditions are a = 0, b = 0.5 and d = 0.8 . The test problem was solved on the
interval [0, 30].

The following results are obtained by the algorithm (19) which is a fourth order variant
of above explained algorithms. We remark, that applying the error control value ε = 0.01
the number of the steps on this the interval [0, 30] was nearly 500. In the Figure 1. one
can see the numerical solution of our test problem.

For the reader who uses the conventional numerical algorithms for the solution of
ordinary differential equation the result obtained by the algorithm (19) are curious. In
the Table 1. we have shown the truncated Taylor’s series for some set of subintervals
generated by the automatic error control. We have to remark, that the coefficients of
the truncated Taylor series for this test problem are exact, because, the right hand side
of the equation is second order polynomial and its derivatives the matrices D, H and T
approximate exactly.

Table 1. The approximate solution in some subintervals
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Figure 1: The numerical solutions obtained by algorithm (19)

Subintervals Calculted truncated Taylor series of solution
[xk, xk+1] ỹi(xk + s), i = 1, 2, 3

[2.523273367, ỹ1 = 1.133904235− 0.0593182614s + 2.452116961s2

2.560628954] −57.48999655s3 + 1069.883545s4

ỹ2 = 8.416303435− 0.367097903s− 7.587995590s2

+1.244050777s3 + 119.9332005s4

ỹ3 = 17.59248764− 16.45858341s + 8.199632575s2

−1.915838538s3 − 13.89353950s4

[2.560628954, ỹ1 = 1.134196674− 0.0488610395s + 2.430056057s2

2.598028225 ] −57.19861627s3 + 1064.893576s4

ỹ2 = 8.392300074− 0.921836135s− 6.738674970s2

+0.6152729010s3 + 119.7003332s4

ỹ3 = 16.98898277− 15.85478610s + 7.902962530s2

−1.824302158s3 − 13.84357853s4

[2.598028225, ỹ1 = 1.134859481− 0.0391621042s + 2.398377540s2

2.635578062] −56.43639293s3 + 1047.916127s4

ỹ2 = 8.348665016− 1.416269923s− 5.960804335s2

0.08774420324s3 + 118.1012914s4

ỹ3 = 16.40695674− 15.27209726s + 7.616467580s2

1.739363347s3 − 13.67425740s4
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One can see, that the results contain much more information about the approximate
solution than the classical numerical solution. This is the main reason, that the proposed
algorithm can be useful in some cases in spite of its complexity. However we have to
remark, that the automatic error control for this algorithm is much simpler than dose of
the classical one step methods.

5 Conclusions

The Taylor series method with numerical derivatives proposed in this article is such al-
gorithm which can be competitive with the classical algorithm for numerical solution of
initial value problems for ordinary differential equations for parallel computers.

The complexity of these algorithms for parallel computers can be better than the
classical ones because the function evaluations can be performed fully-parallel and they
only use matrix-vector operations. These methods can be regarded as numerical-analytical
algorithms. The obtained results contain more information about solution and these
is a promising feature for the construction of further algorithms having some ”quality
properties” such as energy preserving, positivity preserving, etc.

The analytic-numeric structure of the approximate solution offers some new, easy
error control algorithms which could be useful for the stiff systems as well. The numerical
experiments performed by the MapleV system show that the proposed algorithms work
well.

There are a lot off way to develop the basic algorithm, for example the automatic step
size control could be improved, the information obtained by the approximate solution
could be used more intensively. The realization and test of the proposed algorithm for
parallel computers is a perspective topic to develop because the approximation of the
bilinear and trilinear forms given in (11), (12) and (15) have special data structure espe-
cially if the elements of them are mostly zeros. Therefore realization require special data
handling technique and can be solved effectively by the new approach given in [17]. Each
of these investigation could be the subject of forthcoming paper.
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